
Scaling Up Live Internet Performance with  

The Global Net Orchestra  

 
Roger B. Dannenberg Tom Neuendorffer 

Carnegie Mellon University 
rbd@cs.cmu.edu 

Carnegie Speech Corp. 
tneuendorffer@yahoo.com 

ABSTRACT 

Networked or “telematic” music performances take many 

forms, ranging from small laptop ensembles using local 

area networks to long-distance musical collaborations 

using audio and video links. Two important concerns for 

any networked performance are: (1) what is the role of 

communication in the music performance? In particular, 

what are the esthetic and pragmatic justifications for per-

forming music at a distance, and (2) how are the effects 

of communication latency ameliorated or incorporated 

into the performance? A recent project, the Global Net 

Orchestra, is described. In addition to addressing these 

two concerns, the technical aspects of the project, which 

achieved a coordinated performance involving 68 com-

puter musicians, each with their own connection to the 

network, are described. 

1. INTRODUCTION 

The Global Net Orchestra set out to connect many musi-

cians performing live in a worldwide concert over the 

Internet. While Internet or “telematic” music performanc-

es have become almost routine for many performers, 

nearly all performances involve at most two or three loca-

tions. The first author’s Federation of Laptop Orchestras 

tied 6 ensembles and approximately 50 musicians togeth-

er with audio, video, and control links in 2012. The 

Global Net Orchestra builds on this experience and ex-

panded the orchestra from 6 sites to over 60.  

In the following sections, we consider first the motiva-

tion for the Global Net Orchestra and related work. Then, 

we discuss concerns about latency: how much is there 

and what does it imply for performances? Next, the im-

plementation of the Global Net Orchestra is presented. 

Finally, we present some conclusions. 

2. WHY NETWORKED MUSIC  

PERFORMANCE? 

Music often involves constraints. When composers write 

for string quartet, use tone rows, or write for children, 

they take on a set of constraints and limitations on what is 

possible, but often, solving the implied problems brings 

structure and interest to the work. Networks have a sig-

nificant impact on performance. Communication is usual-

ly hampered by the lack of proximity, limited visual cues, 

audio latency, feedback, small screens, and cumbersome 

technology. Why would anyone want these problems? As 

with many other musical forms, constraints serve to or-

ganize music, inspire new musical directions, and let the 

audience appreciate the overcoming of obstacles. 

In addition, networks are a reflection of the new world 

that we live in. If we can speak of cyberspace as a place, 

why should it not have music? One fascinating attraction 

of network-based music is the simple question: If there 

were music in cyberspace, what would it sound like? 

Many musicians have developed music performances and 

compositions in order to find out. 

Another rationale for network-based music is purely 

pragmatic. Travel costs time and money, but network 

transmission is very inexpensive. In some sense, broad-

casting enabled the first network-based music. Broadcast 

media project the sights and sounds of performances to 

distant audiences. High-definition audio and video broad-

casts of opera capitalize on the advantages of high-speed 

digital networks over older broadcast technologies. Net-

work communication offers the possibility of more inter-

active performances, including music instruction. Many 

music teachers use Skype and other Internet applications 

to communicate with students, and there have been many 

high profile demonstrations of master classes and even 

rehearsals conducted using network communication. 

The objective of the Global Net Orchestra is more phil-

osophical than pragmatic. Music is a way of bringing 

people together. Music requires collaboration and shar-

ing. Music making is often a social experience where one 

makes friends and enjoys their company. Every musician 

has had the positive experience of making music within a 

group. What would it be like to be part of an orchestra 

that spanned the entire globe, where a sense of “we are 

here” and “they are there” (so “they” must be different) 

was replaced by a sense of “we are all together” and “we 

unite across all boundaries” (so “we” are all one)? This is 

the main goal of the Global Net Orchestra: to answer the 

question by creating that experience for scores of players 

around the globe. 

3. RELATED WORK 

Music performances using network technology have a 

long history. Bishoff, Gold, and Horton (1978) describe 

music created through the live interaction of their net-

work of microcomputers. Although their first network 

was about the size of a tabletop, they worked later at a 

distance and their work inspired many to consider the 
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implications of networks for music performance [7], [19]. 

Artists explored applications of telecommunications in 

the 1980’s using available technologies such as tele-

phones and slow-scan video [11]. Sawchuck, et al. de-

scribe a number of early Internet music experiments and 

performances [16]. 

While researchers explored the limits of latency and 

bandwidth using a variety of technologies, commercial 

recording studios, especially those with large budgets, 

were quick to adopt digital networks to allow studio mu-

sicians to record tracks at a distance. For example, Rob-

johns describes remote recording supported by ISDN as 

an already well-established practice in 1999 [15]. 

Laptop orchestras [17] frequently use networking to 

coordinate players, although usually in the confines of a 

single stage. The first author’s Federation of Laptop Or-

chestras [4] linked multiple laptop orchestras and acous-

tic instrumentalists for a live performance. Oliveros et al. 

[14] and Mills and Beilharz [13] describe a number of 

Internet music performances. 

Networked applications based on constructing shared 

loops include TransJam [2] and Daisyphone [1], which 

allow people on the Internet to edit and perform a shared 

loop of music in quasi-real time, and JamSpace [8], 

which supports many users on a local area network 

(LAN). Weinberg, et al.’s Beatbug Network was not spa-

tially distributed but explored synchronized networked 

music interaction [18]. Miletto, et al. describe a system 

for more asynchronous networked interaction and com-

pare a number of networked music environments [12]. 

 

4. THE LATENCY QUESTION 

Latency is inherent in communication. While we often 

imagine a conventional acoustic performance to be free 

of any latency issues, the speed of sound is a limiting 

factor for coordination and synchronization in larger en-

sembles such as orchestras. As it takes sound roughly 1 

ms to travel 1 foot (about 3 ms/m), musicians commonly 

deal with delays of 50 ms or more. The speed of light in 

fiber is about 200,000 km/s, so a round-trip across the 

United States is about 50 ms. Routers, repeaters, packet-

switching, and the actual length of cable add to this fig-

ure, so for example, an actual round-trip from Carnegie 

Mellon University (eastern United States) to Stanford 

University (western United States), measured using the 

Unix ping command is 86 ms. 

The Global Network Orchestra extends worldwide, so 

latencies are even greater. The website startping.com (no 

longer in operation) conveniently posts round trip times 

from many locations. Some interesting minimum round-

trip times (in ms) from Pittsburgh, measured in February, 

2014, include: 8 (Detroit), 81 (London), 142 (Helsinki), 

176 (Santiago), 259 (Melbourne), 274 (Malaysia), 280 

(New Delhi), 286 (Hanoi), and 530 (Hangzhou, China, 

with a 30% packet loss rate). To these times, one might 

need to add up to 100ms for local routing and cable or 

DSL modem delays to get to a home. For example, Veri-

zon’s lowest cost DSL service plan in Pittsburgh has a 90 

ms round trip time to Carnegie Mellon University, also in 

Pittsburgh. 

These times are between two points, but it may not be 

practical to have a complete peer-to-peer organization 

where every performer connects to every other performer. 

The simplest configuration, and the one adopted by the 

Global Net Orchestra, is a star or hub-and-spoke ar-

rangement (see Figure 1). Every performer sends to a 

server, and the server distributes information back to eve-

ry performer. In that configuration, the best-case latency 

between two points is the mean of the sum of round trip 

times from those points to the server. For example, the 

latency from London to Detroit through a server at Car-

negie Mellon University should be half the round-trip 

times from London to Pittsburgh and from Pittsburgh to 

Detroit, or (81 + 8) / 2 = 44.5 ms. 

 

Figure 1. Network configuration of the Global Net Or-

chestra. Players locate the Server by contacting the 

GlobalNetOrchestra.org website. During the perfor-

mance, players communicate only with the Server. 

Given these potentially long latencies, one can expect a 

significant impact on music making. Good analogies are 

a crowd singing or chanting in a large hall or a marching 

band spread across an entire football field. There, the 

speed-of-sound issues impose delays in the same range of 

200 to 400 ms. 

Our ideas borrow from the experience of other projects 

that have found ways of dealing with latency. For the 

Global Net Orchestra, we implemented and used 3 differ-

ent techniques. 

4.1 Perform with Latency 

The first approach is to simply do the best one can. For 

example, if even conventional music is played slowly 

enough, the asynchrony of different parts and voices can 

be tolerable. In the Global Net Orchestra, we can “con-

duct” performances with scrolling scores that at least 

avoid the tendency to slow down when one hears other 

parts with significant delays. 

4.2 Emphasize Texture over Rhythm 

A second approach is to emphasize music based on tex-

ture and gestures, where rhythm and synchronization are 

not so important. In the Global Net Orchestra, following 

experience with the Federation of Laptop Orchestras, we 

use a “guided improvisation” approach inspired by An-

thony Braxton [10]. Players are given graphical images 

depicting “Musical Languages” that specify styles or son-

ic textures. A conductor selects these images for different 

subgroups of the orchestra and the images are displayed 
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on the players’ laptop screen. In addition, the conductor 

can give cues for other attributes such as intensity, time 

points (for certain textures), and pitch (high, medium, 

low).  Some images are shown in Figure 2. 

 

 
 

 
 

Figure 2. Selected images describing "Musical Lan-

guages" that convey playing styles or textures to play-

ers. 

4.3 Cyclical Music with Accurate, One-Period Delays 

A third possibility is to delay everything so that perfor-

mance information can be delivered to all sites and 

played synchronously. That allows every performer to 

hear the same timings and synchronization as every other 

performer, but the drawback is that every performer ex-

periences at least the worst-case latency applied to every-

thing. Delaying everything by, say, 1 second would make 

performing very difficult, but an interesting possibility is 

to delay by an entire cycle in a cyclical structure [6]. For 

example, if everyone plays 12-bar blues, and everyone’s 

performance is delayed exactly 12 bars, the performances 

will line up perfectly on beats, measures, and chord struc-

tures, even though the performed notes will not be heard 

until 12 measures after they are played.  

Inspired by drum circles, we implemented this idea 

with shorter cycles of 4-measure riffs. To be precise, the 

delay was 16 beats at 100 beats per minute, or 9.6 s. 

Beats were displayed visually, scrolling scores were used 

to tell players what to play when not improvising, and a 

drummer played a beat (also delayed precisely 9.6 s) to 

help with synchronization. Software allowed performers 

to request to play a 16-beat solo, and when cued to do so, 

the soloist’s sound was boosted in volume to feature the 

solo above the background riffs. 

4.4 Latency Compensation with Time-Advanced 

Scores 

A fourth possibility (not implemented yet) is to estimate 

the network latency from the performer to the server and 

advance the scrolling score by that amount of time. If 

every performer follows the locally time-advanced 

scores, then all performance data will reach the server 

synchronously and the merged stream of performance 

data will be synchronized. There will be additional vary-

ing delays sending this data back to the performers, so the 

“full performance” will occur at slightly different times 

based on the distance from the server, but each player 

will hear a synchronized performance.  

We believe in this scenario it will be best if the local 

performance is delayed by the round trip time; otherwise, 

the performer’s part will be heard well ahead of the rest 

of the orchestra. In the present implementation, data from 

each performer (note-on, note-off, velocity, etc.) is of 

course available locally, but it also appears in the data 

stream from the server. Either the immediate local data or 

the server stream data can be selected to play the per-

former’s “voice.” In this scenario, simply selecting the 

server stream as the control source for the performer’s 

voice will accomplish the desired delay. 

5. NETWORK IMPLEMENTATION 

The Global Net Orchestra transmits control information 

rather than audio between players. Although audio trans-

mission is technically possible, our experience with audio 

in the earlier Federation of Laptop Orchestras project 

indicated that scaling up audio from 6 sites to 100 or 

more would be a great challenge, particularly because 

there simply are not hundreds of musicians with access to 

high speed, low latency Internet connections, and even 

when sites are available, networks are usually not config-

ured to allow sustained high bandwidth, so considerable 

technical support and cooperation are required to estab-

lish reliable communication. 

A large-scale peer-to-peer audio network is possible as 

shown in Figure 3. Each “interior” node has 4 (or more 

generally, n) input/output ports. Each port outputs the 

sum of the inputs to the other ports. There are also “edge” 

nodes that represent either a local audio device or net-

work connection that simply transmits/receives audio 

to/from a remote computer. It can be shown that, in any 

acyclic connected graph consisting of these nodes, each 

audio output will consist of the sum of all other audio 

inputs to the graph. There are no “hot spots,” and the 

maximum path length in terms of edges grows only loga-

rithmically with the size of the network. This is in some 

sense an ideal configuration for very large networks, and 

we hope to pursue this idea in the future. 

 

 

Figure 3. Peer-to-peer audio distribution network with 

bounded bandwidth requirements at any given node. 

Our alternative (Figure 1) has a “hot spot” in the form 

of the server, but we cope with the potential bandwidth 

problem by sending only the state of the musicians’ per-

formances, described as the current pitch and velocity 

(loudness). Assuming 100 players, this gives us 200 bytes 

of data per musician. Transmitting 20 updates per second, 

we get 4000 bytes per second, or 32 kbps download 

bandwidth from our server to each player, and 3.2 mbps 

outgoing bandwidth from the server. The upload band-

width to the server is much less because only the local 
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state (pitch, velocity, and some network monitoring in-

formation) needs to be transmitted to the server from 

each musician. 

A complex part of the implementation is the network 

communication system. Unlike audio, where lost packets 

are annoying but ephemeral, a lost packet with a note-off 

command or a “start the performance now” command 

could be disastrous. We use a combination of “stateless” 

message protocols, redundant transmission (forward error 

correction), and reliable protocols (with retransmission). 

5.1 Stateful and Stateless Protocols 

“Stateful” protocols rely on memory of past transmis-

sions at the sender and receiver. Often this reduces dupli-

cation and increases efficiency, but duplicated or lost 

messages can have a lasting effect on the receiver. For 

example, it might be efficient for the server to send only 

changes (note-on and note-off messages) to the players, 

but then it becomes critical to ensure that all messages are 

delivered reliably. This, in turn, can impose extra latency 

for retransmission of lost packets, and this is undesirable 

for music performances. 

In contrast, our primary protocol is a “stateless” one. In 

our case, we continuously retransmit the entire state of 

the performance, that is, every note that is sounding. If a 

message is lost, or even if the client restarts, the client 

will quickly obtain a correct and consistent state as soon 

as it receives the next message. 

5.2 Redundant Transmission 

In our system, we transmit the state every 50 ms. If a 

packet is lost, rather than asking for a retransmission, the 

client simply waits for the next packet and should recover 

in 50 ms, a much faster recovery time than retransmission 

could provide. A further advantage of this approach 

(which is built upon the UDP protocol) is that UDP pack-

ets are not subject to flow control. If there is contention 

between our 50 ms packets and, say, a file transfer, both 

will lose some packets, but the file transfer (based on 

TCP) will back off to provide more bandwidth for our 

application. (TCP interprets lost packets as a sign of net-

work congestion and reacts by reducing the transmission 

rate, but UDP has no flow control.) 

A drawback of this approach is that musical events 

have to wait an average of half the transmission period of 

50 ms before the next packet is transmitted. This would 

be an unacceptable delay for most music, but given the 

Internet delays ranging into hundreds of ms, an added 

delay and jitter of 25 ms seems acceptable. 

Originally, we intended to apply this stateless idea to all 

information exchanged with clients, but there are some 

cases where this is difficult. A good example is when one 

wants to send a chat message for display to all the play-

ers. How much data should be sent? Do we send the en-

tire chat history every second or two? Can we get by with 

sending a few copies with sequence numbers to detect 

duplication? Already, this is getting complicated, so we 

added additional reliable connections. 

5.3 Reliable Protocols 

In addition to the low-latency Global Net Orchestra pro-

tocols based on UDP, we employ the ZeroMQ library [9], 

which is based on TCP and provides reliable delivery of 

messages. ZeroMQ messages are used for (1) chat mes-

sages so that users can send short text messages to each 

other, (2) voice messages from the conductor to all play-

ers (these are short announcements transmitted in their 

entirety before playback so as not to require real-time 

streaming or high bandwidth), and (3) sending exact start 

times for performances, some of which are directed by 

synchronized scrolling scores. ZeroMQ implements a 

“publish-subscribe” system that makes it particularly easy 

for the server to broadcast data reliably to all clients. 

5.4 Clock Synchronization 

Some of the orchestra pieces are “conducted” by a scroll-

ing score (described below), so it is important that scores 

all be synchronized. This is accomplished in two steps. 

First, we synchronize clocks with a clock synchronization 

protocol. Second, we announce the exact starting time of 

each piece well in advance to eliminate any problems 

with network latency. 

Clock synchronization is accomplished by having the 

server occasionally reply immediately to a client packet 

with the current (server) time. Clients remember when 

each message is sent so that when a reply is received, the 

client can compute the round-trip time and estimate the 

offset between the client and server clocks. To prevent 

large errors from dropped or delayed packets, every client 

gets a reply every 5 s, and every 50 s, the best round trip 

time is used to adjust the local clock. 

5.5 Network Address Translation and OSC 

Network Address Translation, or NAT, is a technique 

where network packet addresses are mapped from one 

address space to another as they pass through routers. 

NAT is commonly used by network service providers 

because it allows all devices in a home to access the In-

ternet by sharing a single IP address. Normally, this 

means that UDP packets – commonly used for Open 

Sound Control [20] – cannot be delivered to a home net-

work because there is no way to address the desired host 

computer. 

Global Net Orchestra clients solve this problem by at-

taching a reply address to UDP packets. The reply ad-

dress is translated by NAT, providing the server with an 

IP address that can be used to return UDP packets to the 

sender. Typically, Open Sound Control libraries are not 

set up for bi-directional communication and do not set 

reply ports or allow for the sending of replies. We created 

a new implementation of OSC within Serpent to support 

bi-directional communication where a client is using 

NAT and the server has a known IP address. 

Not all routers and NAT protocols are the same. We 

found a few cases where our reply packets (server to per-

former) were blocked. These problems could only be 

solved by switching to another location and another net-

work. Nevertheless, we were pleased to find a simple 

way that almost always gets OSC packets through NAT. 
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Our implementation is freely available within the Serpent 

project at sourceforge.net/projects/serpent. 

6. USER INTERFACE 

Performers in the Global Net Orchestra use an application 

written in Serpent [3], which runs on Mac OS X, Win-

dows, and Linux operating systems. The application in-

cludes a synthesizer capable of playing 100 audio sam-

ples simultaneously when a large orchestra is playing. 

Each orchestra member creates and uploads samples to a 

website. Samples are merged and integrated with the ap-

plication, which players can then download and use. The 

samples are compressed for downloads, but occupy al-

most 1 GB of memory at run time. 

Figure 4 shows what performers see. At the top is a sta-

tus display, a graphical keyboard the user can click on to 

test audio, and audio mix controls. Below is a scrolling 

“piano roll” display to conduct the orchestra. At the top 

of this window is an area for receiving and composing 

chat messages. The area below the chat interface is also 

used to display instructions and for other modes of inter-

action, including the directed improvisation using images 

from Figure 2. There is an option to use a MIDI control-

ler for input, but the user can also simply type on the lap-

top keyboard. Of course there is also audio output, which 

consists of the performer’s sounds, synthesized immedi-

ately, the other orchestra sounds, synthesized according 

to state messages from the server, and voice messages, 

delivered from the server. 

 

 
 

 

Figure 4. Performer interface. 

7. THE PERFORMANCE 

The Global Net Orchestra performed on March 1, 2014. 

The performance included a live audience at the Am-

merman Center 14th Biennial Arts and Technology Sym-

posium at Connecticut College and another audience at 

Carnegie Mellon University. Video from Carnegie 

Mellon was streamed over the Internet. There were 68 

performers connected to our server, and their locations 

are plotted in Figure 5.
1
 The concert was successful, with 

only one known case of someone being unable to connect 

or perform. 

 

 

Figure 5. Locations of performers 

The scrolling scores were very effective at keeping the 

group together. Of course, the scores tend to make per-

formances more mechanical and eliminate the need to 

listen carefully, but on the other hand, it would be hard to 

keep a steady tempo or even stay together without some 

form of conducting. The orchestra played some slow ren-

ditions of the chorale from Bach’s Cantata BWV 42, 

which begins “Grant us peace graciously…” and the tra-

ditional canon “Dona Nobis Pacem” (Grant Us Peace). 

In addition the orchestra played an extended improvisa-

tion and a rhythmic piece using one-cycle delays. In both 

of these pieces, the inability to switch to drum sounds or 

to sounds with short onsets was a problem. Future ver-

sions of the software should give performers more control 

over articulation. 

Throughout earlier rehearsals and the performance, the 

use of the talk-back feature was extremely valuable. This 

feature allows the author, serving as “semi-conductor,” to 

record short announcements that are delivered and played 

through the audio output of every performer’s computer. 

This helps to get everyone’s attention much better than 

chat (text) messages, which can easily be missed. The 

talk-back messages are distributed via the server, so in 

principle anyone can send a voice message to the orches-

tra. However, this is not allowed because of the limited 

bandwidth. 

One performer, blogging about her experience, wrote: 
…for one moment, we were performing together, as 

faceless to each other as we were to the audience. The 

Global Net Orchestra was about what we were doing 

together. It might not have been perfect or even pretty. 

But it felt like the beginning of something bigger. 

                                                             
1
 Once we generated the map, we were surprised to discover no 

performers in South America or Africa. Performers were re-

cruited using mailing lists and personal email that should have 

reached every continent. We plan to recruit harder in these re-

gions next time. 
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7.1 Network Performance 

Since we measure round-trip latency for clock synchroni-

zation, we log Global Net Orchestra network statistics 

every 10 seconds. After our March 1 performance we 

were able to obtain some statistics. The average round-

trip time was 101 ms, with a standard deviation of 116 

ms. We measured the minimum round trip time for each 

connection, and the average of these times is 57 ms with 

a standard deviation of 76 ms. The difference from mini-

mum to average indicates that the typical packet often 

encounters significant delays, presumably because of 

buffers in the network. The longest minimum round trip 

time was 1.3 s, indicating significant network delays for 

some performers. The average packet loss rate is 0.53% 

from performer to server, and 0.76% from server to per-

former. The most common loss rate is 0%, and the second 

most common is 100%, indicating a total connection loss. 

In any given 10 s monitoring period, the probability that a 

player would be disconnected was 0.32%. This is a small 

number, and most performers were not affected, but there 

were 12.5 total minutes of disconnected time. Fortunate-

ly, we were careful to automate the (re)connection pro-

cess so that performers could recover from network loss-

es rather quickly. 

8. FUTURE WORK 

We anticipate future performances of the Global Net Or-

chestra. The orchestra could benefit from sound design, 

replacing the uncoordinated personal samples in current 

use and also adding a way to vary articulation. Long on-

sets are very appropriate for slow, synchronized pieces, 

but short percussive sounds are needed for the “drum 

circle” mode and some improvisation “languages.” Scal-

ing the orchestra to larger sizes is an interest; it should be 

easy to support 250 players with simple optimizations, 

and more if everyone has fast processors. Beyond that, it 

probably makes the most sense to synthesize audio at the 

server and stream compressed audio to each performer. 

We are also considering extending beyond the boundaries 

of the earth. It seems possible that humans could return 

the moon within 5 years. The speed-of-light delay is 

about 1.25 s, which is easily fast enough for the “drum 

circle” mode, improvisations, or time-advanced scores. 

Finally, we would like to see a global drum circle operat-

ing continuously with automated direction and the ability 

for people to connect at any time, day or night (or both). 

9. CONCLUSIONS 

The Global Net Orchestra performed on March 1, 2014, 

with over 60 musicians performing live across the globe. 

While the performers have only limited control (typically 

keys on their laptop), limited sounds (a small set of sam-

ples with limited pitch range), and limited interactivity 

due to network latency and bandwidth issues, the orches-

tra offered a unique musical experience. Performers (and 

the audience too) felt a sense of connection to their musi-

cal partners around the world. Here, the speed-of-light 

delays may have actually enhanced the experience by 

suggesting just how much physical separation there is 

between players who nevertheless can perform and inter-

act in real time as one ensemble. We hope the orchestra 

will contribute in some small way to a feeling of connec-

tion between people of all nations. 
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