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ABSTRACT

We present in this article an artistic human-rabigraction
form, which allows us to engage and evolve new
experiences through to use of artificial animathab®r,
kinesis and generated sound in a feedback comntionica
medium. This meta system, which could be regartdedsa
one total composed instrument, is a recursive actien
process between its agents; a robot arm, humandatia
sound space being rendered artificially. The coatjoutal
modeling of this embodied approach is explained and
proto-type of the experiment is shown as a redlttotest
empirically this artistic concept.

1. INTRODUCTION

Andy Clark argues that our thinking doesn't happag in
our heads but that "certain forms of human coggizin
include inextricable tangles of feedback, feed-fodvand
feed-around loops: loops that promiscuously crigsscthe
boundaries of brain, body and world" [1]. And ingtents
are built to achieve this extension of the mindexpress
ourselves and translate our thoughts which we dejglo
engage the world. Early experiments that examiméasi
issues can be found in the seminal cybernetic dhysti of
Stelarc [2], also in recent research of human-robot
interaction for artistic purpose [3]. There are ynexamples
of robotic mechanics in interactive control for astic
instrument performances [4] in the community.
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In this project; interactions between a human abdtrarm,
representing our two agents, lets us develop the-ftype
of a correlated sound vs. motion feedback mechariibe
direct/indirect feedback behavior is aiming thetesysto
evolve relationships without perceived repetitedencies.
A synthetic sound space within continuous intevactill

be generated as a sensory feedback.Both system

components become instrumentalists acting on adsoun
morphing engine, and their composed actions areanot
combination of programmed states offered to thenis |
considered that the human does not have any pgeviou
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knowledge of the interaction results.

Spatial interfacing between agents focuses on the
awareness of the robot arm through a Kihemmera
tracking and identifying the human body surfaceaad
world object. The human agent, positioned in frointhe
robot arm, listens and reacts to the sonic spatdiarbody
movements are translated in real time. The presehee
human agent in this environment will stimulate ceses in
form of robotic motion being mapped to this sorpace
(kinesis). The discrete points of this space caadoeessed
by multi-dimensional vectors delivering a continsiou
morphology in this space.

To make the robot aware of its environment, reakti
Kinect camera streams are processed and coupledlakt
analysis to locate the gestural activity of the Aoralong
with the depth field data of his body and his hpositions.
This allows the robot to create a kinesthetic nesepin the
way it positions its laser tool to move the lasginpwithin
the contours of the body surface, implying a certai
intelligence to its movement. Its internal statpestels on
the human performer's actions, and that latter eisgb
influenced from the sonic output controlled by tobot.
The movement kinematics of the robot is introduced
continuously to the system as the inner paramefetise
robot, such as the individual euler angles, théipodata
of its 6 independent axis motors and its tool coatds in
three dimensions.

The functional role of the robot’s appearance here is not the
performance of a physical music instrument, whglhe
general tendency in robot-human interaction music
experiments [3][4]. In this work, the robot's temhd the
concept of the sonic interaction were adapted hoti®
physical structure, which is the 6DegreesOfFreedom
movement dynamics (referring to the freedom of muerat

of rigid body in 3D space) of an industrial robovjpcted
optimally within the interaction mechanism.

The human tries to interact with the spatial visadrthe
robot according to his instinct reactions in sanitput and
the response of the robot e.g. the reconfigurationthe
robot arm in order to position his laser tool angh{ing it on
the human body with specified rules alters theorestate in

1 Kinect™ sensor, Microsoft Corporation 2010.
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the sonic space. Likewise a recursive feedback isop
formed up with the necessary interdependency batttee
elements. This builds also the creative momentuhe T
human agent’s reactions to wanted sounds drives this
change.

2. A CYBERNETIC CONFIGURATION

One of the interests here is to investigate aindntaman -
machine interaction situation in its physical fowith an
audible and visual emergence. The dynamical beh&vio
being shaped by the flow of decision and obsemvatio
channels as remaining in the system and makirahérent
but temporarily unfolding for its active operatagents. The
kind of sensory data exchange and transformatiothef
system reconfigures the agent actions.

Our recursive structure is reminiscent to the ¢yigar
interaction process in Di Scipio's work [5] encaating the
fundamentals of the cybernetic control theory @j. Figure
1, we do present the interaction mechanism of &gstems.
The recursive eco-systemic sound interaction oS€pio
maintains the agents; human, computer hardwarethend
environment hosting the audible sound content mvitts
room acoustics.

The human and the computer agent don't interabtather
directly; they do interact with the acoustical hasiey
perceive the information propagated from it, predesnd
give their decision oriented sonic interaction bacthe host.
The host is invisible but the emergence becomejpetie
by the reactions of the DSP compulter.

In our system, this host is being replaced by bes@atial
environment; the human body spatial informatiord an
response to it the translated kinematic informatiérine
robot with its inner dynamics, which is the moseiasting
quality of a 6DOF robot arm.

This mapping of the kinematics data in usable vdotmat

will serve to the DSP computer to produce the eamrg
sonic process.

~ g’ sonic ambisnce
e f

human

~ sonle mmnu

Figure 1. The comparison of recursive interactjgtesns
(our experiment and DiScipio’s interaction design)

Again the human and the sound DSP hardware d@radt
directly to each other. The sound space is beialyated by
the human. In a manner, he replaces the DSP hardwar
Scipio’s application. His actions involve a decision towards
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his preference in the sonic space transmitted ay bo
gestures again sensed by the robot.

For a 6DOF robot arm, a linear movement produces no
linear kinematic expressions to be solved for et axis
configurations [7]. Therefore we can have benefit o
complex layers of motion and sound space mappihgrev
for example the 3D tool coordinates of the robat ba
mapped directly to the morphing pointer of souratsbti

the data from the axis configurations of the ratsot alter
the micro level parameters of the sound definedratdhe
morphing pointer. Likewise we can combine various
configurations.

3. THEINTERACTION COMPONENTS

Industrial robots have certain kinematic algorithwisere
they can position the tip of their tool in a defirdistance (or
touch with it) to a work object, which is defined a 3D
geometry object. They do automatically arranger thxis
manipulation in order to move their tool positioithathe
appropriate orientation. Any path, defined withitsdad stop
points on this work object will be traversed by tbbot by
successful interpolation of its tool position amakiatation.
(linear motion or joint motion [8].)

For our robot arm, a ABB IRB120, we have implemérate
simple laser pointer tool, attached it to its geippvhich the
robot can move precisely (0.01mm accuracy). Ouriito
move our laser tool by pointing it on the human yhod
namely by touching it virtually, on calculated cerpaths
inside the human body contour (Figure 2). The masha
of this approach is explained in section 4.3.

Figure 2. Blob analysis of the human body and #érelhin
separate planes. The red curve is the robot psitteithe
human body contour.

During this movement, its tool position and oridinta
changes by its intelligent algorithm. This arm nmoeet has
an anamorphic structure and esthetically appeas@n
artificial motion design. The data, which can beigeed
from the robot motion dynamics is the 3D tool positthe
6 axis angles (in Euler angles) of the arm and3thgoint

positions of the 6 axis [8] (Figure 3). We use tmiglti-

dimensional vector to transcribe it to our soundphing

engine in various configurations.

The robot responds also to the human hand/palnatkirig
its position for a specific reason. When the hanchised
with the palm directed towards the robot as sedfigure 2
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with the violet blob contour, it is the moment whehe
human agent shows his preference about the somiceti
quality. The robot moves the laser point to thé lentroid,
and continues tracking it. There, the human camitsa the
sonic space around this point of his preferences iEhthe
only moment for the system where the human canthjire
manipulate the sound-morphing engine by still faténg
through the robot.

robot tool

fixed tip point

robot can approach the same point from
different positions ‘

6 different joint axes value streami
from the robot to the computer during its motion

Figure 3. The robot orients its tool at different
configurations to approach the same point andithage
in joint angles of the 6DOF arm is shown on thitrig

The hand position serves as a new sound morphing
reference state. When the hand leaves the sc&npptht

will be remembered as a reference vector state hwhic
represents a corner of the tetra-hadron (see Fjued the
action goes on in the new spanned sonic space.

The transformative processes which are changing the
internal states of the robot, are the 3D world timpshg of

the body and the attempt of robot laser targeting, avith

the specified rules. The robots adaptive behawioitst
surrounding (the spatial definition of the humardyjo
interferes directly with the morphing sound enginbjch
again is evaluated by the human agent by his iirguit
reactions.

3.1 The Sound Morphing Engine

We define a sound space, where each entity cpihise can

be addressed with a linear relation of its pararsieach
dimension of the entity vector may stand for a gl
parameter, sonic characteristic (low or high leval)a
parameter of the synthesis engine under hood. fiaieat
morphing process provides an optimum control space
mapped to the sonic space, which it does render
continuously [9]. We have chosen the Cosmosf stochastic
synthesizer with its 3D morphing engine [10], whiws a
spherical representation of its morphing tool drel font
entities inside in 3D visuals, hence offering aesponding
environment to map the 6DOF movement data of thetro
(see Figure 4).

In Cosmosf, one can define a preset which includes 100s of
parameters of its synthesis engine as the snap$hbe
current parameter space. The morphing engine ¢auiate
a morphing pointer as the euclidian distance betwee
defined presets of Cosmosf as being the morphing reference

points in the parameter space.
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sample

Figure 4: A sound morphing tool representing th¢esof
the morphing pointer within a sphere and between 4
reference vectors (corners of a tetra-hadron).

The morphing pointer points to a multidimensionetter
which continuously tranverses inside this paramsgece,
which can be visualized as a sphere. The 4 prasetise
morphing reference states are represented asrtierof a
tetra-hadron, which fits in this sphere (FigureTdje white
dots on Figure 4 are the discrete morphing states
therefore the parameter states of Cosmosf rendering the

sound space. The morphology is directly contratedugh
continuously altering of a 3D morphing vector peitih the
sonic space, which represents in our case a spstafe of
the underlying synthesis engine with hundreds oitrob
parameters.

Vifocita

s Aves imesure robot)

Figure 5: A simple linear motion of the robot gepp
causes complex non-linear axis angle transformation

The morphing becomes indeed the interpolation e$eh
parameter states in real-time and with audio regeigion
between the four reference preset states (corhtirs tetra-
hadron). The robot tool coordinates are in 3D el foe
easily translated to the polar coordinates of ttmephing
sphere and mapped as a vector pointer to trigger th
morphology of the sound. On a previous research yi&
have tried to visualize the robot axis informaiioneal-time
as shown on Figure 5. The all 6 axis angles carsée here
to map directly to a group of synthesis parametdrs
Cosmosf. This gives a narrower mapping field in the
parameter space. However the attraction here fstliera
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robot delivers a non-linear data output from a dine
movement of its gripper e.g. the laser tool, thigdén
quality becomes audible through out this mappiragess
between the axis angles and the chosen Cosmosf parameters.
The software responds finally by pointing to theisepace
with reference vectors mapped through the interactf the
robot arm and the human body. This spatial intieradh
real world will be heard as a sonic travel in amntim
through out the sound space.

3.2 The human agent

Galeet BenZion asserts that kinesthetic and tactile
learning are separate learning styles, with different
characteristics [12]. She defined kinesthetic learning as
the process that results in new knowledge (or
understanding) with the involvement of the learner's
body movement. In our case, the human and the robot
are not in touch but physically aware of their spatial
existence. The human existence provides the dataeor th
robot to evaluate and move its tool so that ther lpsrfectly
points on the target of 3D sensed terrain field.

The laser of the robot will be pointing on randoathg to
his body surface. The human while listening to sbend
space can move and alter the terrain field, therefteract
indirectly with the morphing pointer generated bg taser
tool coordinates and robot joint kinematics. Thenan
learns about the qualities of the sonic spacesyhéhesis
method and the mapping process is unknown to hiva. T
human also can interact with the robot by holdiisgpialm
towards to robot the way he can alter the refer@neset
vectors in the sound space towards his preferrettech
Likewise the sonic space will be narrowed accordtinthe
target preferences of the human. This is a direct
manipulation possibility of the system with an egteinput.

4. HARDWARE HOOK UP

The system structure can be categorized as faligwi

4.1 3D environment scan

For this purpose, the popular Kinect camera has been
used and attached to the bottom part of the robot such as
the robot tool, the work object (human body) and the
Kinect coordinate system matches. (see Figure 6). They
look towards the same x-y plane while the z-axis being
the depth field of Kinect and also the axis where the
robot is moving its laser tool towards the human agent.
The Kinect camera provides a depth field of 640X480
resolution in 30fps guaranteed; and within the
programming environment Openframewdtksne can
apply the blob analysis for detecting the necessary
contour information with the OpenCVlibrary (see
Figure 2). The 3D terrain data obtained by the Kinect
camera is transformed into a work object for thmtevhere

www.openframeworks.cc
WWW.0pencv.org
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it is using his laser tool to target on. Likewise @an keep

the interest of the robot inside the body contours of the
human, extract the centroid information from the palm

contours of the human, +/- 2mm. accuracy depth
information for adjusting the robot tool and the work

object (human body) z-axis coordinates on the robot
side. All the 2D points which we see on the RGB

camera output of Kinect are represented in 3D world
coordinates and being sent to the robot for as targeting
assistance.

Tool coordinates

Object coordinates

Figure 6: The orientation of the x,y,z axis for the
robot tool and the work object,.

4.2 Raobotic motion path

The computer software controlling the robot generates
dynamic 3D curve data spanned inside the human body
contour. The points of the curve should be reachable for
the robot. When the body moves, the blob contour will
change and the curve will adapt itself, brake into
multiple parts etc, (see Figure 2) so that the segments
remain inside the body contour. The curve data and the
centroid data of the hands (if available) will be updated
continuously.

4.3 Laser tool and targeting

The robot holds a laser tool (Figure 6), which it can turn
on and off and point in real 3D world coordinates with a
dedicated algorithm. Industrial robots do usually
operate on surfaces with their tools attached to their
hand. The robot will be given the definition of the
surface (called work object) by its programming tools
and it can position its tool by calculating the necessary
kinematics (positioning in Cartesian
coordinates/orientation in Euler angles) by itself to
move smoothly along the surface [8]. But in our case;
the surface, which is the human body, is not directly
being touched and it is a dynamically changing one.
The terrain data is being updated with the Kinect 3D
scan and the robot has to adapt itself to this change of
the surface. Therefore we change the z axis definition of
the work object in the robot program according to the
data coming from the Kinect in following steps;
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- The robot will be given its next path to follow on the
human body as 3D point data.

- The work object z coordinate is updated according to
the 3D point target and the laser tool will be given a
virtual length, long enough that the distance between
the tool z coordinate and the target point z coordinate
can be covered by the movement of the robot arm on
the z axis.

- With the virtual length given to the laser tool and
having the work object z coordinate updated, the robot
achieves a 'touching' gesture on the body movement
with the laser pointing on the target.

- The complex kinematics data as a result of the
movement of the robot gives the unpredictable output as
tool coordinates, orientation, and robot joint data being
used for the mapping process.

4.4  Data Exchange

There is an adequate communication protocol totaiaian
efficient flow of parameters in real time and coutiusly.

We have implemented a circular buffer for the data
read/write operation between the visual analysis e
robot control application. The data exchange between
system components will is structured as following;

- OSC transfer between the visual analysis application
(Kinect) and the robot driving software following the
UDP protocol.

- TCP/IP connection between the robot and the robot
driving software. Also a serial communication is
possible between the two. The 3D coordinates of the
tool and the 6 joint angle data is transferred as a
RawBytes package all together.

- OSC transfer between the robot driving software and
the audio morphing software.

We do need just one notebook computer running all
the applications to drive the system. The robot receives
the Kinect depth field data for its laser tool and the
curve path it should follow with a RawBytes package
transfer in 1024bytes at once.

5. PRELIMINARY RESULTS

We have seen another example of how to interaoh@h
with a robot and establish a successful awareresseén
the agents in spatial dimensions. We have trigibéoment
this proto-type as a paradigm in a system-theawy where
a recursive loop between the output and definaatsrgause
the creative development. It becomes a possiblengdifon

of a multi layered feedback mechanism serving asah
world environment of informational and sensory Erape.
We state that the supplementary information asedifack
form does approach us gradually at the consciosigriglse
hidden values of the system. If our mind can erpeg new
aspects of this physical environment, this very sjay

environment we do create reconfigures our creatipacity
as well. Some improvements are already in scheBrden

a content format developed at CNMAT
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the development of the live performance arose d¢oessity
to improve the motion path complexity showcasingae
attractive and intelligent response to the chaigdts 3D

environment. Response to human body in terms oiitiagy
of its separate parts is possible through the KiG&K.

Choosing the target points and drawing intelligeaths on
the body surface will be developed further. The 6Dabot
arm motion already has its intelligent motion meita

inherent, but we do try to augment it accordingthe

sensory inputs that it receives.

Another point to consider is; choosing the robagets and
positions according to some prior or developed kedge
of the sound field, which it does influence.
(memory/learning mechanism). This implies a twedid
enhancement where the robotic motion will be entdihy
the improved knowledge of its environment it dogsract
with. As stated, the human has no previous knowledgut
the sound field but his cognitive responses dewagligkly a
memory based on his heuristic decisions; drivimgsibund
space towards its preference.
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